
 

 



       ISSN 2347–3657 

    Volume 12, Issue 3, 2024 

 

 
 

https://doi.org/10.62647/ijitce.2024.v12.i3.pp52-58 

 

52 

EFFICIENT MACHINE LEARNING TECHNIQUES FOR 

PREDICTION OF LIVER DISEASE  

 

Mr. Jayanthi Balaji1, Mr. Arjun Kurava2 Dr.D.William Albert3 
1M.Tech Student, Department of computer science and Engineering, 

2Associate Professor, Department of computer science and Engineering, 
2Associate Professor & Head of the Department,  

Department of computer science and Engineering 

Bheema Institute of Technology and Science, AP. 

 
ABSTRACT: The most vital organ in humans, the liver performs a variety of functions including generating bile, 

eliminating bile and bilirubin, metabolising proteins and carbohydrates, activating enzymes, storing glycogen, vitamins, 

and minerals, synthesising plasma proteins, and producing clotting factors. The liver is easily impacted by the use of 

alcohol, prescription drugs, certain dietary items, and a lot of other activities. As of right now, liver function blood test 

and scan data are analysed to identify disorders connected to the liver. It is more costly and requires more time. One 

way to speed up the diagnosis of liver illness is to use various data mining techniques to make the procedure easier. The 

forecast will be more accurate with more data utilised. Cloud storage is utilised to get around the local storage shortage 

that many healthcare facilities have. Cloud storage might be a suitable option because health care facilities create large 

amounts of records. This article describes many data mining methods, such as Adaptive Neuro-Fuzzy Inference System 

(ANFIS), Decision Tree (DT), and K-Nearest Neighbour (KNN), that are utilised to generate a decision support model 

that might assist a doctor in making predictions about liver illness based on the dataset with the accuracy of 99.794%.. 

Each algorithm's performance is assessed in terms of its sensitivity, specificity, accuracy, and precision. An overview 

of these algorithms' efficiency is provided. 

 

Index Terms— Adaptive Neuro-Fuzzy Inference System (ANFIS), Decision Tree (DT), and K-Nearest Neighbour 

(KNN). 

I.INTRODUCTION 

The most important organ in a human body is the liver.  The liver breaks down insulin. By using glucuronidation, the 

liver breaks down bilirubin, aiding in its excretion into bile [1]. It is also responsible for the decomposition and 

elimination of a large number of undesirable compounds. It demonstrates a notable function in changing hazardous 

substances. It plays a significant part in the collapse of pharmaceuticals. We call it drug metabolism. It would weigh 

1.3 kilogram’s. The liver is divided by two enormous sections: the left estimate and the privileged part.  The 

gallbladder is situated next to the pancreas, beneath the liver. These organs, together with the liver, aid in the 

consumption and provision of nutrients. Its function is to facilitate the passage of wound materials from the stomach 

into the bloodstream and then onto whatever remains of the body. Diseases of the liver are brought on by damage to the 

organ or impairment of its function [2]. Liver problems [3] are complex and multifaceted, resulting from a multitude of 

factors that define an individual's vulnerability to the illness. Among these are factors related to sex, ethnicity, genetics, 

body mass index (BMI), concomitant disorders like diabetes, and exposure to the environment (viruses, alcohol, diet, 

and toxins). Liver disorders are life-threatening conditions that have a high death rate. The initial step in diagnosing 

liver problems is the standard blood and urine testing. Based on the patient's symptoms, a liver functions test (LFT) is 

advised [4]. Millions of individuals worldwide are impacted by liver disease, which is a serious health problem. 

Improved patient outcomes and a lighter load on the medical system can result from early identification and precise 

categorization of liver illnesses. Non-alcoholic fatty liver disease (NAFLD) is a condition that is becoming more and 

more common in wealthy countries, affecting one-third of adults and a rising percentage of children [5]. The first 

indication of the illness is an abnormal accumulation of triglycerides in the liver, which can trigger an inflammatory 

response in certain individuals and result in cirrhosis and liver cancer. Although obesity, insulin resistance, and non-

alcoholic fatty liver disease (NAFLD) are significantly correlated, the path physiology of NAFLD is still not well 

understood, and there are few therapeutic options available. On the basis of patient data, machine learning approaches 

have nonetheless shown promising results in the prediction and classification of liver disorders. These methods predict 

results and find patterns in massive datasets by using complex algorithms to analyse and learn from them. Research on 

the application of machine learning methods for liver disease categorization and prediction is constantly evolving in 

order to improve accuracy and save medical expenses. 
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II. RELATED WORK 

Classification algorithms are often intended for use in liver disease forecasting since they may predict a patient's chance 

of developing liver disease based on certain characteristics. Based on currently available solutions, the F-Tree 

technique has the highest performance among all the algorithms investigated, making it a viable alternative for liver 

disease prediction. Feature selection is often used in combination using fuzzy K-means classification approaches for the 

categorization of liver diseases. These methods can help distinguish between different liver disorders by detecting 

important features. Liver disease categorization was done using a number of classification methods, such as J48, SVM, 

RF, and MLP. Because distinct liver illnesses may have the same attribute values, fuzzy-based classification can assist 

enhance the effectiveness of the method of classification by accounting for the degree of similarity across cases [8]. 

After assessing the performance of these state-of-the-art algorithms using metrics including data accuracy, data 

efficiency, and correction rate, the study compared the results. The multilayer perceptron algorithm was found to have 

the highest accuracy among all the techniques examined in the study. In this paper, researchers utilised Bayesian 

classification to distinguish between cirrhosis, hepatitis, among non-liver disorders [9]. Both the FT tree and Naive 

Bayes methods were used to segment the liver patient datasets into a number of disease subgroups. Every method's 

accuracy and time of execution were evaluated. Their analysis revealed that the Naive Bayes approach outperformed 

the FT tree strategy in terms of execution time. The effectiveness of several categorization strategies in the diagnosis of 

liver illnesses was examined by the authors [10].  Among these methods were Naive Bayes, Decision Trees, Multilayer 

Perceptrons, Random Forests, K-Nearest Neighbours, & Logistic Regression. To evaluate their performance, the 

writers used metrics like as recall, sensitivity, specificity, and accuracy. The results showed that Naive Bayes yielded 

the greatest accuracy results out of all the examined algorithms. 

 

III. METHODOLOGY 

The literature reviews indicate that the development of efficient machine learning and deep learning models is 

necessary in order to detect assaults in datasets. The Indian liver patient dataset was analyzed and trained using four 

Machine Learning algorithms Random Forest (RF), Decision Tree, Logistics Regression, CNN and KNN. The general 

layout of the methodology. 

 
Fig : Processing of ML algorithms 

a. Dataset Collection: 

The original patient liver illness recorded dataset, which was obtained by the Canadian Institute of Cyber 

security, was condensed into the indian_liver_patient Datasets [21]. It has characteristics with the hospitality 

sector. There are one class attribute and eleven features per record. Every link is categorised as having a sickness 

or not. There are 2010 entries in the indian_liver_patient dataset, and each one is categorised as either Normal or 

Disease Found. In order to train our models, we used 1607 instances. Subsequently, 402 cases were used to assess 

and test these trained models. Ultimately, validation was performed using the remaining dataset. 

b. Data pre-processing: 

One crucial step in getting the data ready to feed into the algorithm is pre-processing it. Removing 

uncertainty from the dataset and giving IDS correct data is the aim of data preparation. It integrates normalisation 

and feature selection. The collection contains a large number of symbolic characteristics with nominal values, such 

protocol types and flags. To improve the dataset's performance, these variables must be transformed to numeric 

values. Discredited datasets in bin 10 have been used to modify binary classification issues (normal or disease) and 

multi-class classification problems. 

c. Feature selection: 

Feature Selection removes unnecessary and irrelevant traits to create subsets that are more improved and 

effective. Assuming that features are conditionally independent given the class, correlation is a well-liked and 

effective method for determining which features in any dataset are most tightly connected. It describes the strength 

of the relationship between features. Features that are unrelated and not predicted of one another, yet strongly 

correlated and predictive of the class, make up a useful feature subset. The CFS Sub Set Eval-Best First result, 

which was selected for feature selection in WEKA, is displayed in the table. 
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• Split and discretization  

Because discretized data requires less storage space, the primary goal of discretization is to enhance 

overall classification performance. Using several classifiers that use discrete data and classifiers that use discrete 

data discretization is a crucial step before classification. Numerical properties that were discretized utilising 

unsupervised 10 bin discretization on Weka and a discretization filter are known as discretizations. Additionally, 

dividing the dataset into testing and training modules is one of the most crucial stages in the construction of any 

machine learning model. The dataset used in this study was divided into two parts: 80% of the data were used for 

training, 20% for testing, and the remaining 1% were used for validation. 

d. Classification process 

In this work, we employed supervised machine learning techniques, including KNN, Random Forest 

(RF), CNN, Decision Tree, and Logistic Regression, to assess the efficacy of NIDS on the indian liver patient 

dataset. Generally speaking, there are five phases in any machine learning classification process: 

• Logistic Regression Algorithm 

It is a highly popular or extensively used SML model for categorization. For linearly separable 

classes, the LR model performs admirably and is relatively simple to use. In particular, it is most often utilised 

in manufacturing. Since LR is a linear model, it is often employed for binary classification; however, by 

utilising the OvR approach, multiclass classification may be accomplished [9]. To determine if bank cash is 

real or fake, LR is applied to a dataset and three distinct train test ratios (80:20, 60:40, and 70:30) are taken 

into account. ROC curves and learning curves are produced for the train-test ratio of 80:20. About 98% of the 

time, LR is accurate.. 

• Decision Tree Algorithm:  

This categorization model has a tree-like topology. The process of developing DT involves 

segmenting the data collection into smaller sections. There are two kinds of nodes in the DT findings. Leaf 

nodes and decision nodes. As an illustration, take a look at the Outlook decision node, which has branches 

named Rainy, Overcast, and Sunny that reflect the tested feature's values. Hours Played, or a leaf node, 

provides a numerical target value decision. DT is capable of handling both category and numerical data [8]. To 

determine if bank cash is real or fake, DT is applied to a dataset and three distinct train test ratios (80:20, 

60:40, and 70:30) are taken into account. ROC curves and learning curves are produced for the train-test ratio 

of 80:20. 

• Random Forest Algorithm 

Random Forest being the most often used supervised method. It is most helpful when doing 

regression and classification tasks. One classifier, called RF, stores numerous decision trees in each subset of 

an assumed data set and calculates the average value that improves the dataset's prediction accuracy. Decision 

trees are not necessary for the random forest. Rather, it receives a prediction from each tree, allowing it to 

estimate the final outcome based on prevalence estimation polls. The accuracy increases and overfitting issues 

are avoided with a larger number of trees in the forest. The idea of the ensemble approach, which combines 

several classifiers to solve a complex issue and enhance model performance, is backed by this. 

• K-Nearest Neighbor(KNN) Algorithm 

The supervised learning method is the foundation of K-Nearest Neighbour, one of the most 

fundamental machine learning algorithms. Based on the premise that the new instance as well as its data have 

characteristics comparable to the instances that are already available, the K-NN approach assigns the new case 

to the category that is most equivalent to the existing categories. Once all the pertinent data has been stored, 

the K-NN approach uses similarity to assess a new data point. This suggests that newly discovered data may 

be swiftly classified into an appropriate category using the K-NN algorithm. While the K-NN approach is 

mostly applied to classification problems, regression problems may also be addressed using it. 

• Convolutional Neural Network (CNN): 

The most intricate artificial neural network design is known as multi-layer perception. It is largely 

composed of several levels of perception. This notebook will show you how to create a neural network using 

the TensorFlow library, a highly well-liked deep learning framework that was published by. To comprehend 

the meaning of a multi-layer perception, we must utilise Numpy to create one from the beginning. MLP 

networks are employed in the context of supervised learning. Back propagation's method is another name for a 

common MLP network learning process. An artificial neural network that creates a set of outputs from a 

collection of inputs is called a feed forward multilayer perception (MLP). 

 

e. Evaluation metrics  

An essential step is evaluating the generated categorization models. Additionally, a range of 

assessment indicators are included throughout the process. The following are applied to metrics for evaluation: 

• The overall amount of malicious packets that were accurately categorised as True Positives (TP). The Total 

number of cases accurately identified as normal is known as True Negatives (TN). The total number of 
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malicious packets that were mistakenly classed as assaults is known as False Positives (FP), while the total 

number of harmful packets that were mistakenly classified as normal is known as False Negatives (FN). The 

most often used metric for assessing a model is classification accuracy, however it is not a good indicator of 

how well it will work.  

 

f. Model validation  

In the last phase, the model is going to be put into practice, trained using the choices made in the earlier 

stages, and validated to check if it satisfies all requirements and to find out how successful it is at making 

predictions using fresh data. These evaluations reveal the model's shortcomings and limits, enabling the necessary 

actions to be made to remedy them. The experiment demonstrates that RF has the best accuracy when compared to 

other algorithms and that using 13 characteristics for each method results in high accuracy in the binary class. The 

models' respective closer accuracy percentages are 98.92% and F-measure is 98.9%. It demonstrates that the model 

is the most effective in identifying liver disease in patients. 

 

V. RESULT AND DISCUSSION 

The authors' suggested procedure demonstrates that machine learning is capable of both illness prediction and the 

detection of subtle patterns that aid in diagnosis and decision-making. Globally, liver problems are thought to be a 

widespread concern due to the daily increase in instances. This thesis aims to offer proficient results in liver disease 

identification by classification algorithms [31]. The methods used for this kind of work are Support Vector Machines, 

K-Nearest Neighbour, and Logistic Regression. Among machine learning algorithms, the classification algorithms [32] 

are most frequently employed for illness prediction. In the healthcare industry, machine learning techniques have 

shown to be quite beneficial for predicting illnesses based on medical databases. Researchers and scientists are 

deliberately enhancing medical diagnostics with machine learning models [33] and classification algorithms practically 

everywhere on the planet, and the outcomes are improving. This work uses Support Vector Machines, K-Nearest 

Neighbour, and Logistic Regression to predict liver illness. As everyone knows, the liver is the biggest internal organ in 

the body and is responsible for several critical processes like the synthesis of glycogen, the generation of bile, 

triglycerides and cholesterol, and blood clotting factors and proteins. A decline in function often needs to impact far 

more than 75% of the liver tissue. Therefore, it is essential to detect the condition at an early stage so that it may be 

treated before it worsens. 
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VI.CONCLUSION 

The main data mining approach utilised in the healthcare industry for illness prediction and medical diagnosis is 

classification. In order to predict liver illness, this study employed the classification algorithms CNN, MLP, KNN, LR 

DT, and Random Forest Tree. Based on the performance aspects of execution time and classification accuracy, these 

algorithms are compared. This paper indicates that based on the experimental data, the DT classifier has the maximum 

classification accuracy and is thus regarded as the best method. In contrast, the Random Forest Tree requires the least 

amount of time to execute when comparing execution times. 
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