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Abstract 

One of the most common diseases which is seen in women and men is a heart disease which has 

cases throughout the world. The most common type of heart disease is heart arrhythmias, 

Cardiomyopathy, valvular heart disease and heart failure. Machine learning techniques are 

performing a vital role in detecting heart disease by analyzing the features like chest pain, resting 

blood pressure, maximum heart rate, numberof major vessels that can predict whether the person 

has heart disease or not. The designedmethod in this paper is to build three differentmodels where 

one model is trained and testedon the whole dataset and remaining two models are trained and 

tested on male and female patient’s data and the accuracy of the three models are compared. 
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I. Introduction 

In recent years, due to the lifestyle of an 

individual people were affected by different 

types of heart diseases. Coronary Arterydisease 

is the most common type of infection 

whichultimately leads to heart attacks. In the 

year 2012,million people died due to coronary 

artery disease [1]. In recent years technology 

reached its height where all the types of heart 

diseases canbe detected by advanced medical 

techniques (Developing through Artificial 

neural network). These techniques take the 

details like heart rate, blood pressure, sugar 

level etc., and predict the type of heart disease 

for the patient. 

important role in the field of medicine, 

especially Neural networks stood in the first 

place in detecting the types of disease and stage 

of diseaseas they can deal with images, they 

even can detect the disease more accurately [2]. 

These advanced algorithms can also deal 

 

 

with time-series data. More the data more 

accurate the prediction is experienced in the 

Deep learning algorithms.Artificial Neural 

Network is one of the most used algorithms for 

diseases predictions. These algorithms are 

trained upon alarge amount of data where the 

data is passed to the levels of architecture and 

trained upon the different number of units with 

an activation function. The major advantage of 

the ANN is easy to train and can predict more 

accurately with large inputs [3].In this paper, 

three different models are built upon an 

Artificial neural network and trained upon the 

selected dataset. The accuracies of the three 

models are compared after performing the data 

pre-processing on the datasets. The Artificial 

Neutral Network achieved an accuracyof 86% 

on the whole dataset. 73% and 82% on male and 

female patient’s data respectively 
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II. Method 

a) Dataset: 
 

 

The dataset used for the experiment is taken 

fromKaggle that is “heart.csv”[4]. The dataset 

contains 303 rows with 14 attributes. The 

“target” attribute contains two binary values 

which indicates the binary classification. 

Attribute information 

1. Age: Age of the person 

2. Sex: Gender of the person (1= male, 

0=female) 

3. Chest pain type(cp): level of chest pain 

(4 values (0,1,2,3)) 

4. Resting blood pressure(trestbps): 

numerical values 

5. Serum cholesterol(chol): numerical 

values in mg/dl 

6. Fasting blood sugar(fbs): fbs rate ,120 

mg/dl(1=True,0=False) 

7. Resting 

electrocardiographic result(restecg): 

values are 1 or 0. 

8. Maximum heart rate received(thalach): 

numerical values. 

9. Exercise includes angina(exang): only 

2values (1 =yes,0=no) 

10. Oldpeak: ST depression induced by 

exercise relative to rest 

11. The slope of the peak exercise ST 

segment(slope): Values various 

between(0,1,2) 

12. Number of major vessels(ca): colored 

y floursopy (0-3) 

13. Thal: values various between (3,6,7; 

3= normal, 6= fixed defect, 

7=reversabledefect) 

14. Target: values are 1 or 0. 

The below Figure-1 gives the first 5 rows 

inthe dataset by using “head ()” command. 

 

Figure-1: First 5 rows of dataset. 

a) Data Selection 

Using the panda library, the dataset “heart.csv” 

is read and some of the preprocessing 

techniques are applied to the dataset. Using 

“train_test 

_split” method the entire dataset is divided into 

70:30 ratio and for training another 2 model’s 

whole dataset is divided into 2 sub- datasets 

where female and male patient’s data 

areseparated into 2 datasets. 

b) Data Visualization 

Histogram plot is used to observe the 

distributionof all 14 attributes. The correlation 

map or heat map is generated for all the 3 

datasets to check the dependencies of each 

attribute and which is depicted on both x-axis 

and y-axis. 
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Figure-2: Histogram plot 

 

 

c) Data Pre-processing 

Data Pre-processing contains 2 steps they are 

1. Data cleaning 2. Data transformation, 

performing these techniques helps to increase 

theperformance and accuracy of the model by 

polishing the dataset. 

1. Data cleaning: Data Cleaning steps 

include 

Removing or replacing the missing or null 

values: The selected dataset doesn’t have any 

missing or null values in the dataset. 

 

Identification and removing the outliers: Z- 

scores[5] method is used for identifying and 

removing the outliers. In total 16 outliers are 

identified in the dataset when the threshold 

valueis set to 3 and those outliers are removed 

from thedataset then the size of the dataset is 

(287,14). The same technique is applied for the 

remaining2 datasets. 

2. Data Transformation: 

 

Standard scaler techniques are used to 

standardize the features by removing the mean 

and variance [6]. This technique is used and all 

the 3 datasets are transformed andstandardized. 

These datasets are divided and sent to the 

model. 
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d) Proposed ANN Model: 

The proposed ANN has 4 neural network 

layers, the first 3 layers are followed by the 

dropout layer. Rectified Linear Unit (ReLU) 

activation function is used in all 4 layers. The 

number of units of the layers is 20,25,30, 35 

respectively. And the last layer is called a final 

layer which hasthe sigmoid activation function 

with 1 unit. The same layers are designed for 

all the 3 Models andthey are trained and tested 

against the 3 datasets respectively. 

At the stage of compilation “adam” optimizer 

is used, “binary_crossentropy” is used as loss 

function and “accuracy” is the measuring 

metrics. This is followed by all the 3 models. 

Allthe designed 3 Models are executed to 90 

epochswith a batch size of 32. 

 

The below figure explains the summary of the designed models. 
 

 

 

e) Performance 

Figure-3: Model Summary 

and accuracies are  compared  the  highest 
 

Accuracy: The accuracies of the training and 

testing data is calculated for all the 3 models 

accuracy model among the testing data is 

considered as thebest model. 
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III. Result and Analysis 

Model-1 is trained and tested upon whole datasetwith the proposed ANN architecture -1 the accuracy 

of the training and testing data is 88% an 86% respectively. 

 

 

Figure-4: Accuracy of the training data 
 

 

Figure-5: Accuracy of the testing data 

 

Model-2 is trained and tested upon female patients in the dataset with the proposed ANN architecture 

and the accuracy of the training andtesting data is 92% and 82% respectively. 
 

Figure-6: Accuracy of the training data 
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Figure-7: Accuracy of the testing data 

Model-3 is trained and tested upon male patientsin the dataset with the proposed ANN architecture and 

the accuracy of the training andtesting data is 86% and 73% respectively. 

 

 

Figure-8: Accuracy of training data 
 

 

 

Figure-9: Accuracy of testing dataIV.Conclusion 

On comparing the obtained accuracies of the 3 

designed models, model which is trained and 

tested with whole dataset performed well with 

the highest accuracy of 86 % over remaining 2 

models. 
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