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Abstract: The project is dedicated to creating and 

evaluating an explainable AI model specifically 

designed for the early diagnosis of Chronic Kidney 

Disease (CKD). The emphasis on explainability 

ensures that the model's predictions are transparent 

and comprehensible, addressing a crucial aspect in the 

adoption of AI in healthcare. Chronic Kidney Disease 

is acknowledged as a significant global health concern. 

Early diagnosis is deemed essential to halt further 

kidney damage and curb escalating healthcare costs 

associated with managing advanced CKD cases. The 

project recognizes the broader implications of CKD 

and aims to contribute to proactive solutions. The 

proposed model employs an optimization framework 

to strike a balance between classification accuracy and 

explainability. This approach ensures that the AI 

model not only provides precise predictions but also 

offers insights into the reasoning behind those 

predictions. The optimization process enhances the 

model's overall effectiveness. The project implements 

an extreme gradient boosting classifier, a powerful 

machine learning algorithm, utilizing three key 

features for CKD diagnosis: hemoglobin, specific 

gravity, and hypertension. These features are 

identified as crucial contributors to the early 

identification of CKD, reflecting the model's focus on 

relevant clinical indicators. The project presents a 

promising solution for early CKD diagnosis, 

particularly addressing the challenges faced by 

developing countries. By emphasizing reduced cost 

implications, the model offers a practical and efficient 

approach to diagnosing CKD in resource-constrained 

settings, contributing to improved accessibility and 

affordability of healthcare solutions. And also we 

applied an ensemble method to combine predictions 

from multiple models, enhancing the overall accuracy 

and robustness of our system.  We explored advanced 

ensemble techniques such as the  Stacking Classifier, 

achieving an impressive 100% accuracy. 

Index terms - NIDSs, deep learning, NSL-KDD. 

1. INTRODUCTION 

Chronic kidney disease (CKD) has become a 

worldwide public health problem with increasing 

incidence (more than 800 million individuals in 2017) 

and prevalence (13.4% globally) which can lead to 

premature mortality for many patients (1.2 million 

people died from CKD in 2017) [1]. CKD is one of a 

small number of non-communicable diseases that have 

shown an increase in associated deaths over the past 2 

decades, producing a significant burden to healthcare 

systems, especially in low-middle income countries 

where lack of appropriate renal replacement therapy 
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results in a high mortality rate [2], [3], [4]. CKD, 

usually caused by diabetes and hypertension, is a non-

communicable chronic disease with comorbidities 

associated, and cardiovascular diseases are the major 

cause of early morbidity and mortality sustained by 

patients with CKD [5].  

Typically, CKD has no early symptoms [5], and when 

detected through laboratory testing, which quantifies 

the estimated glomerular filtration rate (eGFR), the 

kidney has already lost 25 percent of its capacity and 

is under irreversible and progressive damage toward 

the so-called end-stage kidney disease. At this point, 

symptoms may appear such as leg swelling, extreme 

fatigue, generalized weakness, shortness of breath, 

loss of appetite, or confusion [6]. If this irreversible 

deterioration is not slowed by controlling underlying 

risk factors (hypertension, obesity, heart disease, age) 

[7], hemodialysis or even kidney transplantation 

becomes crucial or the patient to avoid an exponential 

rise of risk of death. [4], [5], [6]. Consequently, early 

diagnosis of CKD based on risk factors, along with 

their monitoring, allows for initiating preventive 

treatments and therapeutic measures that slow the 

progression of kidney damage and prolong patients’ 

life. [4]. In addition, the early identification of groups 

at high risk of CKD has become an important focus in 

kidney disease management strategies [8]. 

In the medical domain, Artificial intelligence (AI) and 

machine learning (ML) have become promising tools 

for building computer-aided diagnosis (CAD) 

systems. These systems use algorithms that learn to 

classify individuals with specific symptoms either as 

sick or healthy [8], [9]. AI/ML can be employed to 

discover latent patterns and correlations between CKD 

and its risk factors, enabling an early discovery of 

patients at risk in an effective, convenient, and low-

cost manner [9], [10]. Feature selection (FS) is a 

crucial step in the ML process, which removes 

unnecessary and unimportant attributes to result in less 

complicated and more accurate and interpretable 

models [11]. This features selection step becomes a 

relevant aspect when dealing with medical datasets 

due to their high dimensionality resulting from the 

combination of different variables and multiple 

measurement techniques when registering patient 

information. 

When CAD systems’ decisions affect patients’ lives, 

the transparency and explanations of the AI models’ 

outputs are essential to support clinicians in their 

diagnosis and treatments. Thus, eXplainable Artificial 

Intelligence (XAI), which can be defined as a class of 

systems that provides insight into how an AI system 

makes decisions and predictions by giving details or 

reasons to make its functioning clear or easy to 

understand, allows healthcare experts to make 

reasonable and data-driven decisions that would 

enhance the clinical adoption of AI models and their 

acceptance [12]. XAI is a research area in AI that is 

acquiring recently an emergent relevance [13], and 

different solutions have been developed over the last 

decade in several clinical fields, namely: urology [14], 

toxicology [14], endocrinology [15], neurology [16], 

cardiology [17], cancer (e.g. breast cancer or prostate 

cancer) [18], and chronic diseases (e.g. diabetes or 

Alzheimer’s disease) [19], [20]; and it. Developing 

explainable AI models in the medical domain involves 

an inherent trade-off between predictive accuracy, 

which provides the reliability of the model, and the 

explainability requested by clinical experts. This 

tension must be addressed properly by engaging the 
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clinical experts in the development process because 

the most accurate models, which might be the most 

interesting to them, are usually less transparent and 

vice versa. Concerning the application of XAI 

approaches to CKD prediction models, to the best of 

our knowledge, no XAI analysis beyond applying 

feature selection has been found in the literature. 

2. LITERATURE SURVEY 

Chronic Kidney Disease (CKD) is a type of chronic 

disease which means it happens slowly over a period 

of time and persists for a long time thereafter [2]. It is 

deadly at its end stage and will only be cured by kidney 

replacement or regular dialysis which is an artificial 

filtering mechanism. It is important to identify CKD 

[28, 34] at the early stage so that necessary treatments 

can be provided to prevent or cure the disease. The 

main focus in this paper is on the classification 

techniques, that is, tree-based decision tree, random 

forest, and logistic regression has been analyzed. 

Different measure has been used for comparison 

between algorithms for the dataset collected from 

standard UCI repository. 

As Chronic Kidney Disease progresses slowly, early 

detection and effective treatment are the only cure to 

reduce the mortality rate. Machine learning techniques 

are gaining significance in medical diagnosis because 

of their classification ability with high accuracy rates. 

The accuracy of classification algorithms depend on 

the use of correct feature selection algorithms to 

reduce the dimension of datasets. In this study [6], 

Support Vector Machine classification algorithm was 

used to diagnose Chronic Kidney Disease. To 

diagnose the Chronic Kidney Disease, two essential 

types of feature selection methods namely, wrapper 

and filter approaches were chosen to reduce the 

dimension of Chronic Kidney Disease dataset. In 

wrapper approach, classifier subset evaluator with 

greedy stepwise search engine and wrapper subset 

evaluator with the Best First search engine were used. 

In filter approach [10, 45], correlation feature selection 

subset evaluator with greedy stepwise search engine 

and filtered subset evaluator with the Best First search 

engine were used. The results showed that the Support 

Vector Machine classifier by using filtered subset 

evaluator with the Best First search engine feature 

selection method has higher accuracy rate (98.5%) in 

the diagnosis of Chronic Kidney Disease compared to 

other selected methods. 

Health-care practices face data storage problems in the 

growing world. Huge data storage demands have 

caused undeniable data storage problems leaving 

health practitioners exclaimed. Without delay, 

accumulated data becomes too difficult to analyzed 

and handled by traditional approaches. A solution to 

this problem is urgently needed. [7] One possible 

answer to this problem is Data mining that delivers the 

technology and procedure to convert these 

embankments of ordinary data into meaningful 

evidences for futuristic planning and decision-making. 

[12, 15, 18, 27] Data mining is a tool that not only 

solves the problem of piled up data; nonetheless it 

similarly turns it into meaningful data themes based on 

reoccurrences of trends in the data. The healthcare 

trade is mostly an "information and document rich 

industry," and manual handling is not feasible in 

practical life. These huge volumes of data have been 

key to the arena of data-mining to generate 

associations among the attributes and extract 

expedient information. Recent research shows that 
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combating Kidney diseases is a complex assignment 

that involves considerable knowledge and experience 

for annual testing and screening. In developed nations, 

Kidney diseases have become a silent killer, that 

makes key factors of disease burden in third world 

nations. Various data mining procedures are available 

for forecasting diseases such as clustering, 

classification, association rules, regression, and 

summarizations. The key objective of this study is to 

analyze datasets collected from 400 patients grounded 

on 25 different attributes attended for treatment for 

Chronic Kidney Disease (CKD) [1, 2, 4, 5, 6] after 

using classification methods to forecast class 

precisely. Our analysis illustrates that Multilayer 

Perceptron is the most suitable classification method 

that outperforms the highest classification accuracy by 

99.75% (0.0085 error) with only 5% of fluctuation 

among algorithm measures. Introspectively, the 

computational time, Multilayer Perception can be 

time-consuming comparatively, when it comes to deal 

with billions of data. Nonetheless, for the field of 

bioinformatics and medical science accuracy, the key 

objective is to deal with sensitive data because, a 

single error can lead to a disastrous confidentiality 

breech. Hence, our results show that Multilayer 

Perception classification method is the most accurate 

and suitable classification algorithm that could be used 

in the field of bioinformatics and medical science, for 

further data analysis and predictions. This paper [7] 

will be useful for many medical institutions and work-

related bioinformatics in pursuance to understand the 

prediction accuracies of data patterns in related work. 

Applications of Machine learning (ML) in health 

informatics have gained increasing attention [9]. The 

timely diagnosis of kidney disease and the subsequent 

immediate response to it are of the cases that shed light 

on the substantial role of ML diagnostic algorithms. 

ML in Kidney Disease Diagnosis (MLKDD) is an 

active research topic that aims at assisting physicians 

with computer-aided systems. Various investigations 

have tried to test the feasibility, applicability, and 

superiority of different ML methods over each other. 

However, lacking a holistic survey for this literature 

has always been a noticeable shortcoming. Hence, this 

paper provides a comprehensive literature review of 

ML [8, 9, 10] utilizations in kidney disease diagnosis 

by introducing two different frameworks, one for 

MLs, classifying various aspects of kidney disease 

diagnosis, and the other is the framework of medical 

sub-fields related to MLKDD. In addition, research 

gaps are discovered, and future study directions are 

discussed. 

The high prevalence of chronic kidney disease (CKD) 

is a significant public health concern globally. The 

condition has a high mortality rate, especially in 

developing countries. CKD often go undetected since 

there are no obvious early-stage symptoms. 

Meanwhile, early detection and on-time clinical 

intervention are necessary to reduce the disease 

progression. Machine learning (ML) models can 

provide an efficient and cost-effective computer-aided 

diagnosis to assist clinicians in achieving early CKD 

detection. This research [10] proposed an approach to 

effectively detect CKD by combining the information-

gain-based feature selection technique and a cost-

sensitive adaptive boosting (AdaBoost) classifier. An 

approach like this could save CKD screening time and 

cost since only a few clinical test attributes would be 

needed for the diagnosis. The proposed approach was 

benchmarked against recently proposed CKD 
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prediction [19, 20,42]methods and well-known 

classifiers. Among these classifiers, the proposed cost-

sensitive AdaBoost trained with the reduced feature 

set achieved the best classification performance with 

an accuracy, sensitivity, and specificity of 99.8%, 

100%, and 99.8%, respectively. Additionally, the 

experimental results show that the feature selection 

positively impacted the performance of the various 

classifiers. The proposed approach has produced an 

effective predictive model for CKD diagnosis and 

could be applied to more imbalanced medical datasets 

for effective disease detection. 

3. METHODOLOGY 

i) Proposed Work: 

The proposed system represents a groundbreaking 

approach to Chronic Kidney Disease (CKD) 

diagnosis, introducing a sophisticated Explainable AI 

(XAI) model. Developed within an optimization 

framework, the model meticulously balances 

classification accuracy with explainability. 

Leveraging advanced machine learning algorithms, 

notably the extreme gradient boosting classifier, the 

system offers a precise and early diagnosis of CKD [1, 

2]. This integration of cutting-edge technology not 

only ensures accuracy in predictions but also provides 

transparent insights into the model's decision-making 

process, addressing a crucial aspect in the acceptance 

and trust of AI applications in healthcare. In this 

project we implemented an ensemble method to boost 

the accuracy and robustness of our system for data-

driven early diagnosis of Chronic Kidney Disease 

(CKD) [4, 5, 6]. Utilizing advanced ensemble 

techniques, particularly the Stacking Classifier, we 

achieved an outstanding 100% accuracy, showcasing 

the effectiveness of combining predictions from 

multiple models. To improve usability and 

accessibility, we developed a user-friendly front end 

using Flask, featuring secure authentication features. 

This ensures a robust and intuitive interface for users, 

enhancing the practicality and user experience of our 

Explainable AI model in diagnosing CKD at an early 

stage. 

ii) System Architecture: 

The system architecture for the project, "Data-Driven 

Early Diagnosis of Chronic Kidney Disease: 

Development and Evaluation of an Explainable AI 

Model," follows a systematic approach. It begins with 

exploring the dataset, engaging in data preprocessing 

to refine and prepare the input. The dataset is then split 

into training and testing sets to facilitate robust model 

training. The core model building phase involves the 

incorporation of advanced techniques, including the 

Stacking Classifier and Extra Tree Classifier [46], 

extending the project's capabilities. The ensemble 

approach enhances the model's predictive accuracy 

and resilience by combining the strengths of different 

classifiers. The model is thoroughly evaluated to 

assess its performance, ensuring its efficacy in early 

diagnosis. This systematic process, from dataset 

exploration to model evaluation, forms a 

comprehensive and explainable AI model for the early 

diagnosis of chronic kidney disease, contributing to 

the advancement of healthcare technologies. 
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Fig 1 Proposed architecture 

iii) Dataset collection: 

To promote the reproducibility of this research as well 

as to benchmark to the existing related works, the 

CKD dataset from UCI-ML was employed [23].  Table 

2 describes the dataset collected from the Apollo 

Hospital, Karaikudi, India during a nearly 2-month 

period in 2015 that includes 400 patients where some 

presented missing values in their features. Each 

instance of the dataset is composed of 11 numeric, 10 

nominal, 3 ordinal features, and 1 target feature 

(notCKD/CKD). The features contained in the dataset 

represent the following information [legend in 

brackets]: age in years [age], diastolic blood pressure 

in mm/Hg [bp], specific gravity to compare the density 

of urine to the density of water [sg], presence of 

albumin in urine[al], level of sugar is present in 

urine[su], red blood cells present in urine[rbc], pus 

cells present in the urine, indicating major or minor 

infection [pc], pus cell clumps indicating if the 

infection is present in the urine [pcc], if the growth of 

bacteria is evident in urine [ba], sugar level in blood in 

mgs/dl [bgr], level of urea nitrogen in blood in mgs/dl 

[bu], level of creatinine in blood in mgs/dl [sc], level 

of sodium in blood in mEq/L [sod], level of potassium 

in blood in mEq/L [pot], protein in red blood cells in 

Gms [hemo], percentage of cells in blood [pcv], 

amount of white blood cells present in the blood 

(cells/cumm) [wc], amount of red blood cells present 

in the blood (millions/cmm) [rc], whether the patient 

has higher level of blood pressure [htn], presence of 

diabetes [dm], whether the patient is suffering from 

coronary artery disease [cad], loss of appetite [appet], 

level of leg swelling [pedal], whether the patient is 

suffering from anemia [ane], and whether the patient 

has CKD or not [target class]. 

 

Fig 2 Chronic Kidney Disease dataset 

iv) Data Processing: 

Data processing involves transforming raw data into 

valuable information for businesses. Generally, data 

scientists process data, which includes collecting, 

organizing, cleaning, verifying, analyzing, and 

converting it into readable formats such as graphs or 

documents. Data processing can be done using three 

methods i.e., manual, mechanical, and electronic. The 

aim is to increase the value of information and 

facilitate decision-making. This enables businesses to 

improve their operations and make timely strategic 

decisions. Automated data processing solutions, such 

as computer software programming, play a significant 

role in this. It can help turn large amounts of data, 
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including big data, into meaningful insights for quality 

management and decision-making. 

v) Feature selection: 

Feature selection is the process of isolating the most 

consistent, non-redundant, and relevant features to use 

in model construction. Methodically reducing the size 

of datasets is important as the size and variety of 

datasets continue to grow. The main goal of feature 

selection is to improve the performance of a predictive 

model and reduce the computational cost of modeling. 

Feature selection, one of the main components of 

feature engineering, is the process of selecting the 

most important features to input in machine learning 

algorithms. Feature selection techniques [6, 10, 27, 38] 

are employed to reduce the number of input variables 

by eliminating redundant or irrelevant features and 

narrowing down the set of features to those most 

relevant to the machine learning model. The main 

benefits of performing feature selection in advance, 

rather than letting the machine learning model figure 

out which features are most important. 

vi) Algorithms: 

ExtraTree [46], or Extremely Randomized Trees, is 

an ensemble learning method based on decision trees. 

It constructs multiple decision trees using random 

splits for each node, without searching for the best 

split. The final prediction is determined by a majority 

vote or averaging, depending on the problem type 

(classification or regression). ExtraTree Classifier 

have been chosen for its ability to handle noise well, 

potentially contributing to the development of an 

Explainable AI model for early diagnosis of Chronic 

Kidney Disease. Its randomness in split selection can 

offer robustness to variations in the dataset. 

 

Fig 3 Extratree 

Random Forest is an ensemble learning method that 

builds a multitude of decision trees during training. It 

introduces randomness in the tree-building process by 

using a subset of features at each node and averaging 

the predictions or taking a majority vote for 

classification or regression tasks. Random Forest is 

employed to enhance the accuracy and generalization 

of the model. By constructing multiple trees and 

aggregating their predictions, Random Forest 

mitigates overfitting and provides a reliable solution 

for early diagnosis of Chronic Kidney Disease. 
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Fig 4 Random forest 

AdaBoost, or Adaptive Boosting, is an ensemble 

learning method that combines multiple weak learners 

(simple models) to form a strong learner. It assigns 

higher weights to misclassified instances in each 

iteration, allowing subsequent models to focus more 

on those instances and improve overall accuracy. [46] 

AdaBoost may be utilized to improve the performance 

of the model by boosting the importance of 

challenging instances in the dataset. Its adaptability to 

focus on misclassified samples can be beneficial in the 

early diagnosis of Chronic Kidney Disease. 

 

Fig 4 Adaboost 

XGBoost, or eXtreme Gradient Boosting, is a 

powerful and efficient gradient boosting algorithm. It 

sequentially builds decision trees, correcting errors 

made by preceding models. It incorporates 

regularization terms and parallel processing to 

optimize both accuracy and computational efficiency. 

XGBoost is likely chosen for its superior performance 

and speed. Its ability to handle missing values, 

regularization techniques, and advanced features make 

it a popular choice in data-driven projects. In the 

context of early diagnosis of Chronic Kidney Disease, 

XGBoost can provide accurate and efficient 

predictions. 

 

Fig 5 XGBoost 

Stacking is an ensemble learning technique that 

combines predictions from diverse base classifiers 

(e.g., ExtraTree, Random Forest, AdaBoost, 

XGBoost) using a meta-model to improve overall 

predictive accuracy in the early diagnosis of Chronic 

Kidney Disease. Employed to leverage the strengths of 

different classifiers, contributing to a more robust and 

accurate model. It integrates individual predictions to 

enhance the overall diagnostic capabilities. 

 

Fig 6 Stacking  

4. EXPERIMENTAL RESULTS 
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Precision: Precision evaluates the fraction of correctly 

classified instances or samples among the ones 

classified as positives. Thus, the formula to calculate 

the precision is given by: 

Precision = True positives/ (True positives + False 

positives) = TP/(TP + FP) 

 

 

Fig 7 Precision comparison graph 

Recall: Recall is a metric in machine learning that 

measures the ability of a model to identify all relevant 

instances of a particular class. It is the ratio of correctly 

predicted positive observations to the total actual 

positives, providing insights into a model's 

completeness in capturing instances of a given class. 

 

 

Fig 8  Recall comparison graph 

Accuracy: Accuracy is the proportion of correct 

predictions in a classification task, measuring the 

overall correctness of a model's predictions. 

 

 

Fig 9 Accuracy graph 

F1 Score: The F1 Score is the harmonic mean of 

precision and recall, offering a balanced measure that 

considers both false positives and false negatives, 

making it suitable for imbalanced datasets. 
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Fig 10 F1Score 

 

Fig 11 Performance Evaluation  

 

Fig 11 Home page 

 

Fig 12 Signin page 

 

Fig 13 Login page 

https://doi.org/10.62647/ijitce.2024.v12.i3.pp15-30


       ISSN 2347–3657 

    Volume 12, Issue 3, 2024 

 
 
  

https://doi.org/10.62647/ijitce.2024.v12.i3.pp15-30 
 

25 
 

 

Fig 14 User input 

 

Fig 15 Predict result for given input 

5. CONCLUSION 

The project successfully developed an AI model 

tailored for early CKD diagnosis that achieved a high 

level of accuracy. This model, utilizing three critical 

features—hemoglobin, specific gravity, and 

hypertension—was able to effectively predict the 

likelihood of CKD [1, 2, 4, 5, 6]at an early stage. This 

emphasis on accuracy ensures reliable predictions, 

crucial for early intervention and treatment planning. 

Within the developed model, hemoglobin emerged as 

the most influential predictor for CKD diagnosis, 

showcasing its significant impact on identifying the 

disease at an early stage. Following hemoglobin, 

specific gravity and hypertension also played pivotal 

roles in predicting CKD [1, 2]. An optimization 

framework was employed to strike a balance between 

accuracy and explainability. This ensured that while 

the model delivered high accuracy, it remained 

comprehensible for clinicians, meeting their need for 

understandable model outputs. The project's emphasis 

on feature selection and explainability analysis holds 

promise in reducing costs associated with early CKD 

diagnosis [38], especially in resource-limited regions. 

By identifying and prioritizing key features crucial for 

accurate diagnosis, unnecessary tests or evaluations 

might be avoided, leading to cost-effective and 

targeted diagnostic procedures. Additionally, the focus 

on explainability ensures that the diagnosis process 

remains transparent and easily interpretable, 

potentially reducing unnecessary and costly 

procedures or treatments. 

6. FUTURE SCOPE 

External validation involves assessing the model's 

performance on independent datasets not used during 

its training. In the context of early Chronic Kidney 

Disease (CKD) diagnosis [4], this step is crucial to 

ensure that the model can generalize well to diverse 

patient populations. By testing the model on different 

datasets with similar features, researchers can evaluate 

its robustness and effectiveness across a broader range 

of cases, enhancing confidence in its real-world 

applicability. Transparency and trustworthiness are 
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essential aspects, especially in medical applications 

where decisions impact patient well-being. Enhancing 

model transparency involves making the decision-

making process more understandable for clinicians. 

Trustworthiness ensures that the model's predictions 

align with medical knowledge and intuition. Further 

research in this area may involve employing 

interpretable machine learning models, refining model 

explanations, or incorporating feedback from 

clinicians to improve overall trust and acceptance of 

the model in clinical practice. Partial Dependence Plot 

(PDP) and SHapley Additive exPlanations (SHAP) 

[51, 52] are advanced explainability techniques that 

offer deeper insights into how individual features 

influence model predictions. PDP illustrates the 

relationship between a feature and the model's output, 

while SHAP values provide a way to allocate 

contributions of each feature to the prediction. By 

incorporating these techniques, researchers can 

provide a more nuanced understanding of the model's 

decision logic. This not only aids in model 

interpretation but also helps in identifying potential 

biases or unexpected dependencies, promoting a more 

thorough evaluation of the model's behavior and 

fostering trust among stakeholders, including 

clinicians. 
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